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Abstract:  
Stack Overflow is a popular Community-based Question Answer (CQA) website 

focused on software programming and has attracted more and more users in recent years. 

However, duplicate questions frequently appear in Stack Overflow and they are manually 

marked by the users with high reputation. Automatic duplicate question detection alleviates 

labor and effort for users with high reputation.  Although existing approaches extract textual 

features to automatically detect duplicate questions, these approaches are limited since 

semantic information could be lost. To tackle this problem, we explore the use of powerful 

deep learning techniques, including Convolutional Neural Networks (CNN), Recurrent Neural 

Networks (RNN) and Long Short-Term Memory (LSTM), to detect duplicate questions in 

Stack Overflow.  In addition, we use Word2Vec to obtain the vector representations of words. 

They can fully capture semantic information at the document level and word level respectively. 

Therefore, we construct three deep learning approaches WV- CNN, WV-RNN and WV-LSTM, 

which are based on Word2Vec, CNN, RNN and LSTM, to detect duplicate questions in Stack 

Overflow. Evaluation results show that WV-CNN and WV-LSTM have made Significant 

improvements over four baseline approaches (i.e., Duplicate Predictor, Dupe, Duplicate 

Predictor Repeat, and Duplicate Repeat) and three deep learning approaches (i.e., DQ-CNN, 

DQ-RNN, and DQ-LSTM) in terms of recall-rate@5, recall- rate@10 and recall-rate@20. 

Furthermore, the experimental results indicate that our approaches WV-CNN, WV-RNN, and 

WV-LSTM outperform four machine learning approaches based on Support Vector Machine, 

Logic Regression, Random Forest and extreme Gradient Boosting in terms of recall-rate@5, 

recall-rate@10 and recall-rate@20 

 

Key Words: Convolutional Neural Networks (CNN), recall-rate@5, recall- rate@10. 

recall-rate@20, Stack Overflow Dataset, LDA, Flask, Tkinter. 

 

1. Introduction:  
Duplicate questions make Stack Overflow site maintenance harder, waste resources that 

could have been used to answer other questions and cause developers to unnecessarily wait for 

answers that are already available. A typical question in Stack Overflow contains several fields, 

such as submitter, title, description, tags, and comments. +A developer needs to provide all 

three pieces of information when he/she submits a question to Stack Overflow. The title is a 

summary of the question, the description is a detailed explanation of the question, and tags are 

sets of words or short phrases that capture important aspects of the question. The goal is to 

implement Duplicate Predictor which takes input from a new question and gives output in the 

form of k duplicate questions as the output by considering multiple factors. 
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2. Existing System:  
[1] Search Functionality: Users can search for existing questions before posting their own. 

Stack Overflow's search functionality is quite robust and often returns relevant results, which 

can help users avoid asking duplicate questions. 

[2] Related Questions: When asking a new question, Stack Overflow automatically suggests 

related questions based on the title and content of the question being asked. This can help users 

identify potential duplicates before posting. 

[3] Community Moderation: Stack Overflow relies heavily on its community of users to 

moderate content. If a question is identified as a duplicate, community members can vote to 

close it as such. Additionally, users with sufficient reputation can mark questions as duplicates, 

which helps organize content and improve the overall quality of the platform.  

[4] Flagging: Users can flag questions that they believe are duplicates. Moderators can then 

review these flags and take appropriate action if necessary. 

[5] Data Analysis: Stack Overflow has access to a vast amount of data regarding questions and 

answers. They may use this data to identify patterns and potentially automate the process of 

detecting duplicate questions in the future. However, as of my last update, I'm not aware of any 

specific system or tool developed by Stack Overflow for this purpose. 

 

3. Literature Survey: 
1. D. Correa and A. Sureka, "Chaff from the wheat: Characterization and modeling of 

deleted questions on stack overflow", Proc. 23rd Int. Conf. World Wide Web (WWW), pp. 

631-642, Jan. 2014.  
Stack Overflow is the most popular Community based Question Answering (CQA) 

website for programmers on the web with 2.05M users, 5.1M questions and 9.4M answers. 

Stack Overflow has explicit, detailed guidelines on how to post questions and an ebullient 

moderation community. Despite these precise communications and safeguards, questions 

posted on Stack Overflow can be extremely off topic or very poor in quality. Such questions 

can be deleted from Stack Overflow at the discretion of experienced community members 

and moderators. We present the first study of deleted questions on Stack Overflow. We divide 

our study into two parts - (i) Characterization of deleted questions over ~5 years (2008-2013) 

of data, (ii) Prediction of deletion at the time of question creation. Our characterization study 

reveals multiple insights on question deletion phenomena.  

Stack Overflow has become a fundamental element of developer toolset. Such 

influence increase has been accompanied by an effort from Stack Overflow community to 

keep the quality of its content. One of the problems which jeopardizes that quality is the 

continuous growth of duplicated questions. To solve this problem, prior works focused on 

automatically detecting duplicated questions. Two important solutions are DupPredictor and 

Dupe. Despite reporting significant results, both works do not provide their implementations 

publicly available, hindering subsequent works in scientific literature which rely on them. 

We executed an empirical study as a reproduction of DupPredictor and Dupe. Our results, 

not robust when attempted with different set of tools and data sets, show that the barriers to 

reproduce these approaches are high. Furthermore, when applied to more recent data, we 

observe a performance decay of our both reproductions in terms of recall-rate over time, as 

the number of questions increases. Our findings suggest that the subsequent works concerning 

detection of duplicated questions in Question-and-Answer communities require more 

investigation to assert their findings. 

 

2. Multi-Factor Duplicate Question Detection in Stack Overflow Y. Zhang, D. Lo, 

X. Xia, et al. Journal of Computer Science and Technology, 2015 
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In their paper, Zhang et al. propose an automated approach named Dup Predictor for 

detecting duplicate questions on Stack Overflow. The approach considers multiple factors 

including title, description, latent topics, and tags of the questions. They conduct experiments 

on a dataset containing over two million questions, achieving a recall-rate@20 score of 

63.8%. Compared to the standard search engine of Stack Overflow, Dup Predictor improves 

the recall-rate@10 score by 40.63%. Furthermore, it outperforms other approaches, 

demonstrating its effectiveness in detecting duplicate questions and enhancing the quality of 

Stack Overflow. Stack Overflow has become a fundamental element of developer toolset. 

Such influence increase has been accompanied by an effort from Stack Overflow community 

to keep the quality of its content. One of the problems which jeopardizes that quality is the 

continuous growth of duplicated questions.  

To solve this problem, prior works focused on automatically detecting duplicated 

questions. Two important solutions are Dup Predictor and Dupe. Despite reporting significant 

results, both works do not provide their implementations publicly available, hindering 

subsequent works in scientific literature which rely on them.  We executed an empirical study 

as a reproduction of Dup Predictor and Dupe. Our results, not robust when attempted with 

different set of tools and data sets, show that the barriers to reproduce these approaches are 

high. Furthermore, when applied to more recent data, we observe a performance decay of our 

both reproductions in terms of recall-rate over time, as the number of questions increases. 

Our findings suggest that the subsequent works concerning detection of duplicated questions 

in Question-and-Answer communities require more investigation to assert their findings.  

 
3. M. Ahasanuzzaman, M. Asaduzzaman, C. K. Roy and K. A. Schneider, "Mining 

duplicate questions in stack overflow", Proc. 13th Min. Software. Repositories (MSR), 

pp. 402-412, May 2016.  
Stack Overflow is a popular question answering site that is focused on programming 

problems. Despite efforts to prevent asking questions that have already been answered, the 

site contains duplicate questions. This may cause developers to unnecessarily wait for a 

question to be answered when it has already been asked and answered. The site currently 

depends on its moderators and users with high reputation to manually mark those questions 

as duplicates, which not only results in delayed responses but also requires additional efforts. 

Among the numerous questions posted in Stack Overflow, two or more of them may express 

the same point and thus are duplicates of one another.  

Duplicate questions make Stack Overflow site maintenance harder, waste resources 

that could have been used to answer other questions, and cause developers to unnecessarily 

wait for answers that are already available. To reduce the problem of duplicate questions, 

Stack Overflow allows questions to be manually marked as duplicates of others. Since there 

are thousands of questions submitted to Stack Overflow every day, manually identifying 

duplicate questions is a difficult work. Thus, there is a need for an automated approach that 

can help in detecting these duplicate questions.  

 

4. R. F. Silva, K. Paixão and M. de Almeida Maia, "Duplicate question detection in stack 

overflow: A reproducibility study", Proc. 25th Software. An. Ev. Reeng. (SANER), pp. 

572-581, Mar. 2018.  
Stack Overflow has become a fundamental element of developer toolset. Such 

influence increase has been accompanied by an effort from Stack Overflow community to 

keep the quality of its content. One of the problems which jeopardizes that quality is the 

continuous growth of duplicated questions. To solve this problem, prior works focused on 

automatically detecting duplicated questions. Two important solutions are Dup-Predictor and 

Dupe. Despite reporting significant results, both works do not provide their implementations 
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publicly available, hindering subsequent works in scientific literature which rely on them. 

We executed an empirical study as a reproduction of Dup-Predictor and Dupe. Our results, 

not robust when attempted with different set of tools and data sets, show that the barriers to 

reproduce these approaches are high.  

Furthermore, when applied to more recent data, we observe a performance decay of 

our both reproductions in terms of recall-rate over time, as the number of questions increases. 

Our findings suggest that the subsequent works concerning detection of duplicated questions 

in Question-and-Answer communities require more investigation to assert their findings. 
Among the numerous questions posted in Stack Overflow, two or more of them may express 

the same point and thus are duplicates of one another. Duplicate questions make Stack 

Overflow site maintenance harder, waste resources that could have been used to answer other 

questions, and cause developers to unnecessarily wait for answers that are already available. 

To reduce the problem of duplicate questions, Stack Overflow allows questions to be 

manually marked as duplicates of others. Since there are thousands of questions submitted to 

Stack Overflow every day, manually identifying duplicate questions is a difficult work.  
5. C. N. Kamath, S. S. Bukhari and A. Dengel, "Comparative study between traditional 

machine learning and deep learning approaches for text classification", Proc. ACM 

Symp. Document Eng., pp. 1-11, 2018.    
In this contemporaneous world, it is an obligation for any organization working with 

documents to end up with the insipid task of classifying truckload of documents, which is the 

nascent stage of venturing into the realm of information retrieval and data mining. But 

classification of such humongous documents into multiple classes, calls for a lot of time and 

labor. Hence a system which could classify these documents with acceptable accuracy would 

be of an unfathomable help in document engineering. We have created multiple classifiers 

for document classification and compared their accuracy on raw and processed data. We have 

garnered data used in a corporate organization as well as publicly available data for 

comparison. Duplicate question detection is a crucial aspect of maintaining the quality and 

usability of online Q&A platforms like Stack Overflow. In this review, we delve into the 

mechanisms and strategies employed by Stack Overflow to effectively identify duplicate 

questions.  

Through a combination of natural language processing techniques, machine learning 

algorithms, community moderation, and metadata analysis, Stack Overflow has developed a 

robust system capable of accurately detecting duplicate questions. This review explores the 

various components of Stack Overflow's duplicate question detection system, highlighting its 

strengths, limitations, and potential areas for improvement. Stack Overflow is a prominent 

online community for programmers seeking answers to their coding queries. With millions 

of questions and answers spanning various programming languages and technologies, the 

platform faces the challenge of preventing the proliferation of duplicate questions. Duplicate 

questions not only clutter the platform but also hinder the discovery of relevant information 

for users. To address this challenge, Stack Overflow has implemented a sophisticated 

duplicate question detection system, which we aim to dissect and evaluate in this review. 

 

6. J. Kapočiūtė-Dzikienė, R. Damaševičius and M. Wozniak, "Sentiment analysis of 

Lithuanian texts using traditional and deep learning approaches", Computers, vol. 8, 

no. 1, pp. 1-16, Jan. 2019. 

We describe the sentiment analysis experiments that were performed on the Lithuanian 

Internet comment dataset using traditional machine learning (Naïve Bayes Multinomial—

NBM and Support Vector Machine—SVM) and deep learning (Long Short-Term Memory—

LSTM and Convolutional Neural Network—CNN) approaches. The traditional machine 

learning techniques were used with the features based on the lexical, morphological, and 
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character information. The deep learning approaches were applied on the top of two types of 

word embeddings (Vord2Vec continuous bag-of-words with negative sampling 

and FastText). Both traditional and deep learning approaches had to solve the 

positive/negative/neutral sentiment classification task on the balanced and full dataset 

versions. The best deep learning results (reaching 0.706 of accuracy) were achieved on the 

full dataset with CNN applied on top of the FastText embeddings, replaced emoticons, and 

eliminated diacritics. The traditional machine learning approaches demonstrated the best 

performance (0.735 of accuracy) on the full dataset with the NBM method, replaced 

emoticons, restored diacritics, and lemma unigrams as features.  

Although traditional machine learning approaches were superior when compared to 

the deep learning methods; deep learning demonstrated good results when applied on the 

small datasets. As the platform continues to evolve, ongoing efforts to enhance the efficiency 

and accuracy of the duplicate question detection system will be essential in maintaining its 

integrity and usefulness. Nonetheless, there is room for refinement, particularly in addressing 

edge cases and enhancing the scalability and real-time responsiveness of the system. Future 

advancements may involve exploring more sophisticated deep learning architectures, refining 

feature engineering strategies, and further integrating user feedback mechanisms. In 

conclusion, Stack Overflow's duplicate question detection system stands as a testament to the 

power of combining automated algorithms with community-driven moderation. 

 

4. Proposed System: 
[1] Data Collection: Obtain a dataset of questions from Stack Overflow, including metadata 

such as question titles, bodies, tags, timestamps, and accepted answers. Ensure the dataset is 

diverse and represents various programming languages, technologies, and topics. 

[2] Preprocessing: Clean and preprocess the text data by removing HTML tags, code snippets, 

punctuation, and stop words. Tokenize the text into words or phrases and convert them to 

lowercase. Apply stemming or lemmatization to reduce words to their base forms. 

[3] Feature Extraction: Extract features from the pre-processed text data that capture semantic 

similarity between questions.  

[4] Common techniques include Bag-of-words (BoW): Represent each question as a vector 

of word frequencies.  

[5] TF-IDF (Term Frequency-Inverse Document Frequency): Weight words based on their 

importance in the document and across the entire corpus.  

[6] Word embeddings: Use pre-trained word embeddings (e.g., Word2Vec, GloVe) to 

represent words as dense vectors in a high-dimensional space.  

[7] Doc2Vec: Represent entire questions as fixed-length vectors using techniques like 

Paragraph Vector. 

[8] Model Training: Train a machine learning or deep learning model to predict whether a pair 

of questions are duplicates.  

[9] Common model architectures include:  

Siamese networks: Learn embeddings for question pairs and measure their similarity. 

Convolutional Neural Networks (CNNs) or Recurrent Neural Networks (RNNs) for 

sequence modelling. Transformer-based architectures like BERT or Roberta fine-tuned for 

duplicate detection. Use a labelled dataset for training, where duplicate question pairs are 

labelled as such. 

[10] Evaluation: Evaluate the trained model on a separate test dataset using metrics such as 

accuracy, precision, recall, F1-score, and ROC-AUC. Perform cross-validation to ensure the 

model's generalization ability. 

[11] Integration with Stack Overflow: Develop an API or service that accepts a new question 

as input and returns a list of potential duplicate questions from the Stack Overflow database. 
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Implement mechanisms to handle large-scale querying and response times efficiently. Ensure 

the system complies with Stack Overflow's terms of service and API usage policies. 

[12] Deployment and Monitoring: Deploy the duplicate question detection system in a 

production environment. Monitor the system's performance and periodically retrain the model 

with new data to adapt to changing trends and user behaviour. Collect feedback from users and 

moderators to continuously improve the system. 

[13] Maintenance and Updates: Regularly update the system with the latest techniques and 

improvements in natural language processing and machine learning. Stay informed about 

changes to the Stack Overflow platform and adapt the system accordingly. 

5. Dataset: 
To build a duplicate question detection system using a dataset from Stack Exchange 

(which includes Stack Overflow), you can utilize the Stack Exchange Data Dump. Stack 

Exchange provides anonymized dumps of its data, including questions, answers, user 

information, and more, which you can download and use for research purposes. Stack 

Exchange periodically releases data dumps on the Internet Archive. You can visit the following 

link to download the latest dumps: 

● https://data.stackexchange.com/stackoverflow/queries 

● It has around 50k entries which includes previous question (Id, Title, Description, Tags) 

with Duplicate Question (Id, Title, Description, Tags). 

 
Fig (1) Datasets of Stack Exchange  

Select the Stack Exchange Sites: Stack Exchange hosts multiple Q&A sites on various topics. 

You can choose to download dumps for specific sites or the entire network. For duplicate 

question detection on Stack Overflow, you'll primarily focus on the Stack Overflow dataset. 

Explore the Data Schema: The data dump is provided in XML format, and it contains tables 

representing different entities such as questions, answers, users, tags, etc. Before proceeding, 

familiarize yourself with the schema and understand the structure of the data. 

Import Data into a Database: Once you've downloaded the data dump, you can import it into 

a relational database management system (RDBMS) like MySQL, PostgreSQL, or SQLite. 

This allows you to query and manipulate the data efficiently. 

Preprocess and Extract Features: Preprocess the text data by cleaning and tokenizing 

question titles and bodies. Extract relevant features such as TF-IDF vectors, word embeddings, 

or other representations that capture semantic similarity between questions. 

http://www.ijesat.com/
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Label Duplicate Question Pairs: Annotate pairs of questions in the dataset as either duplicates 

or non-duplicates. You can use existing duplicate question links provided in the dataset or 

implement a labelling mechanism based on similarity thresholds. 

Split Data for Training and Testing: Split the annotated dataset into training and testing sets 

for model development and evaluation. Ensure that both sets contain a balanced distribution of 

duplicate and non-duplicate question pairs. 

Train and Evaluate Model: Train a duplicate question detection model using machine 

learning or deep learning algorithms. Evaluate the model's performance using appropriate 

evaluation metrics such as accuracy, precision, recall, F1-score, etc., on the test set. 

Integrate with Stack Overflow: Develop an application or service that integrates the trained 

model to detect duplicate questions on Stack Overflow in real-time. You can utilize the Stack 

Exchange API to fetch new questions and provide duplicate suggestions to users. 

 

6. Methodology: 
[1] Data Acquisition: Download the Stack Exchange Data Dump from the provided link. 

Choose the Stack Exchange sites relevant to your project, primarily focusing on Stack 

Overflow. Extract the relevant data from the downloaded files. 

[2] Data Exploration: Understand the schema of the dataset and the structure of tables. 

Explore the attributes available in the question table, such as question titles, bodies, tags, 

timestamps, etc. Get a sense of the volume of data available and its distribution. 

[3] Data Preprocessing: Clean the text data by removing HTML tags, code snippets, and other 

noise. Tokenize the text into words or phrases. Convert text to lowercase to ensure consistency. 

Apply techniques like stemming or lemmatization to reduce words to their base forms. Handle 

missing values and outliers appropriately. 

[4] Feature Engineering: Extract features from the pre-processed text data that capture 

semantic similarity between questions. Common features include TF-IDF vectors, word 

embeddings (Word2Vec, GloVe), and document embeddings (Doc2Vec). Experiment with 

different feature representations to find the most effective ones. 

[5] Data Labelling: Annotate pairs of questions as either duplicate or non-duplicate. You can 

utilize existing duplicate question links provided in the dataset or implement a labelling 

mechanism based on similarity thresholds. Ensure a balanced distribution of duplicate and non-

duplicate question pairs in the labelled dataset. 

[6] Data Splitting: Split the labelled dataset into training, validation, and testing sets. Ensure 

that each set contains a representative distribution of duplicate and non-duplicate question 

pairs. 

[7] Model Selection and Training: Choose appropriate machine learning or deep learning 

models for duplicate question detection. Common models include Siamese networks, CNNs, 

RNNs, and Transformer-based architectures like BERT. Train the selected models using the 

training dataset. Fine-tune hyperparameters using the validation set to optimize model 

performance. 

[8] Model Evaluation: Evaluate the trained models using appropriate evaluation metrics such 

as accuracy, precision, recall, F1-score, and ROC-AUC. Use the testing set to assess the 

generalization ability of the models. Compare the performance of different models and feature 

representations. 

[9] Model Deployment: Develop an application or service that integrates the trained model to 

detect duplicate questions in real-time. Utilize the Stack Exchange API to fetch new questions 

and provide duplicate suggestions to users. Ensure scalability, reliability, and efficiency of the 

deployed system. 

[10] Model Monitoring and Maintenance: Monitor the performance of the deployed model 

in production. Collect feedback from users and moderators to identify issues and areas for 
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improvement. Periodically retrain the model with new data to adapt to changing trends and 

user behaviour. 

 

 
Fig (2) Methodology workflow   

 
7. Algorithms Used: 

Latent Dirichlet Allocation (LDA) is a generative probabilistic model commonly used 

for topic modelling, but it can also be adapted for text similarity tasks such as duplicate question 

detection. Below is a methodology for utilizing LDA algorithm in your duplicate question 

detection project: 

 

 
Fig (3) LDA Algorithm workflow 
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[1] Preprocessing and Data Preparation: Clean and preprocess the text data from the Stack 

Exchange dataset. Tokenize the text into words or phrases, remove stop words, and perform 

stemming or lemmatization. Prepare the data in a format suitable for LDA, typically a 

document-term matrix where rows represent documents (questions) and columns represent 

terms (words). 

[2] Model Training: Train an LDA model on the pre-processed dataset. Set the number of 

topics as a hyperparameter. This may require experimentation to determine the optimal number 

of topics. LDA infers the topic distribution for each document and the word distribution for 

each topic based on the observed data. 

[3] Topic Assignment: For each question in the dataset, infer its topic distribution using the 

trained LDA model. Assign the question to the topic with the highest probability. 

[4] Similarity Calculation: Calculate the similarity between pairs of questions based on their 

topic distributions. One common approach is to use cosine similarity or other distance metrics 

to compare the topic distributions of question pairs. 

[5] Thresholding and Decision Making: Set a similarity threshold to determine whether two 

questions are duplicates. Questions with similarity scores above the threshold are considered 

potential duplicates, while those below the threshold are not. You may adjust the threshold 

based on the desired balance between precision and recall. 

 

8. Conclusion: 
In conclusion, our project aimed to develop a user-friendly interface for Stack Overflow 

Duplicate Question Detection. We designed a Tkinter-based GUI allowing users to input a title, 

body, and tags, and specify the value of k. The workflow involved. Input Collection is used to 

provide question details. Processing Title, body, and tags undergo preprocessing. Retrieve top-

k similar questions based on input. Results are displayed in the output section. The interface 

provides a seamless experience for users, enhancing efficiency in identifying duplicate 

questions on Stack Overflow. 

 

9. Result: 

 
Fig (4)  
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Fig (5) 

 
Fig (6) 
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Fig (7) 

10. Future Scope: 
[1] Enhanced Topic Modelling Techniques: Explore advanced topic modelling techniques 

beyond LDA, such as the Hierarchical Dirichlet Process (HDP) or Dynamic Topic Models 

(DTM). These methods may offer better modelling of complex relationships and temporal 

dynamics within the question corpus. 

[2] Incorporating Contextual Information: Integrate additional contextual information into 

the model, such as user profiles, question tags, or temporal information. This could help 

improve the accuracy of duplicate question detection by considering the context in which 

questions are asked and answered. 

[3] Semi-Supervised Learning: Investigate semi-supervised learning approaches to leverage 

both labelled and unlabelled data for training the model. Techniques such as self-training or 

co-training could help improve model performance by exploiting the abundance of unlabelled 

data available in the Stack Exchange dataset. 
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